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Abstract. We study a two-dimensional stochastic differential equation that has a unique weak solution but no

strong solution. We show that this SDE shares notable properties with Tsirelson’s example of a one-dimensional

SDE with no strong solution. In contrast to Tsirelson’s equation, which has a non-Markovian drift, we consider

a strong Markov martingale with Markovian diffusion coefficient. We show that there is no strong solution of

the SDE and that the natural filtration of the weak solution is generated by a Brownian motion. We also discuss

an application of our results to a stochastic control problem for martingales with fixed quadratic variation in a

radially symmetric environment.

1. Introduction

In this paper, we study the following two-dimensional SDE with Markovian diffusion coefficient, started from

the origin. Let B be a real-valued Brownian motion and consider the SDE

(1.1) dXt =
1

|Xt|

[
−X2

t

X1
t

]
dBt; X0 ∼ δ0,

where we denote Xt = (X1
t , X

2
t )

⊤ ∈ R2. It is shown by Larsson and Ruf in [10] that the SDE (1.1) has a weak

solution. Here we show that there does not exist a strong solution of (1.1). Moreover, we show that uniqueness

in law holds for (1.1) and that the weak solution shares notable properties with Tsirelson’s example of an SDE

with no strong solution given in [20]. In particular, the natural filtration of the weak solution is generated by

a Brownian motion, which implies that the initial sigma-algebra is trivial. We also show that the angle process

of the solution is independent of its increments and deduce that it is independent of the driving Brownian

motion. Together, these properties imply that the filtration generated by the weak solution at any positive

time contains some additional information not present at time zero. This remarkable property of Tsirelson’s

equation is emphasised by Rogers and Williams in [17, V.18].

Tsirelson’s example is a one-dimensional SDE with path-dependent drift. A result of Zvonkin [26] shows

that this path dependence is necessary; for a one-dimensional SDE of the form dXt = bt(Xt) dt + dWt, with

b bounded and measurable, a strong solution always exists. In contrast to Tsirelson’s example, the SDE (1.1)

that we study defines a two-dimensional martingale, and the diffusion coefficient is Markovian.

We will show that the weak solution of (1.1) generates a Brownian filtration, by making use of a connection

with circular Brownian motion. We take inspiration from the paper [6], in which Émery and Schachermayer

showed that a weak solution of Tsirelson’s equation generates a Brownian filtration, by constructing a bijection

with a circular Brownian motion.

In [3], we studied a control problem for martingales with a fixed quadratic variation, for which we can

explicitly identify the value function and the optimal controls. Under certain conditions, the weak solution of

(1.1) is optimal. However, under a particular growth condition on the cost function, the question of whether

weak and strong versions of the control problem coincide is left open. In this paper, we will show that such

problems are in fact equivalent, and that the cost induced by the weak solution of (1.1) attains the strong value

function.
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1.1. Main results. The main contribution of this paper is to present an SDE for a martingale with Markovian

diffusion coefficient, which has no strong solution and shares many interesting properties with Tsirelson’s path-

dependent one-dimensional example from [20].

Theorem 1.1. There exists a unique (in law) weak solution ((X,W ), (Ω,F ,P) ,F) of the SDE (1.1), but there

is no strong solution. Moreover,

– the process X generates a Brownian filtration;

– after a deterministic time-change, the angle process of X is uniformly distributed and independent of

the driving Brownian motion;

– taking the supremum of the natural filtration of B at any time t > 0 and the sigma-algebra generated by

the angle process of X at any time s ∈ (0, t) recovers the natural filtration of X at time t;

– the process X is a strong Markov process.

We further obtain a result on non-existence of strong solutions of the following SDEs, whose behaviour

approximates that of solutions of the SDE (1.1). Let B be a one-dimensional Brownian motion and let λ ∈ (0, 1)

be a fixed constant. Consider the two-dimensional SDE

(1.2) dXt =
1

|Xt|

[
λX1

t −
√
1− λ2X2

t

λX2
t +

√
1− λ2X1

t

]
dBt; X0 ∼ δ0.

Theorem 1.2. There exists no strong solution of the SDE (1.2). Uniqueness in law holds for (1.2) up to the

first hitting time of the origin.

We will also show that, after a deterministic time change, the radius of the weak solution of (1.2) is a

λ−2-dimensional Bessel process.

1.2. SDEs with no strong solution in the literature. We begin by recalling the properties of two classical

examples of SDEs with no strong solution, which will be instructive for the study of the SDE (1.1). We emphasise

the significance of Tsirelson’s example in Section 1.2.2. For further instructive examples, see [2, Section 1.3].

1.2.1. Tanaka’s example. A well-known example of an SDE with no strong solution is Tanaka’s SDE, which is

the following one-dimensional equation:

(1.3) dXt = sign(Xt) dWt.

The SDE (1.3) admits a unique (in law) weak solution but no strong solution. The proof of this can be found,

for example, in Example 3.5 of [9, Chapter 5].

To prove that there is no strong solution, the key idea is to show, using the Itô-Tanaka formula, that the

inclusion

FW
t ⊆ F |X|

t

holds for all t > 0. Then it is impossible for X to be adapted to FW , since F |X|
t ⊊ FX

t for all t > 0.

In order to prove Theorem 1.1, we show similar inclusions to the ones above, where the increments of the

solution of the SDE (1.1) play the role of the absolute value of the solution of Tanaka’s SDE.

1.2.2. Tsirelson’s example. In his 1976 paper [20], Tsirelson introduced the following notable example of an

SDE with no strong solution, but for which weak existence and uniqueness in law holds. Tsirelson’s example is

the one-dimensional equation

(1.4) dXt = b(t,X.) dt+ dWt,

with initial condition X0 = 0, where b is chosen as follows.

Fix a decreasing sequence (tn)n∈−N∪{0} such that t0 = 1 and limn→−∞ tn = 0. Denote the increments of X

and t by ∆Xj = Xtj −Xtj−1
and ∆tj = tj − tj−1, respectively, and define

(1.5) b(t,X.) :=
∑
k∈−N

(
∆Xk

∆tk
−

⌊
∆Xk

∆tk

⌋)
1(tk,tk+1](t).
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At time t ∈ (tk, tk+1], for some k ∈ −N, b(t,X.) is the fractional part of
∆Xtk

∆tk
.

The weak solution of the SDE (1.4) has the following properties, as proved, for example, in Theorem 18.3

of [17, Chapter V]:

(T1) At any time t > 0, the natural filtration of the solution X has the decomposition

FX
t = FB

t ∨ σ(b(t,X.));

(T2) For each k ∈ −N, b(tk, X.) is uniformly distributed on [0, 1) and independent of FB
∞;

(T3) The sigma-algebra FX
0+ is trivial.

Note that the drift term (1.5) in Tsirelson’s SDE depends on the history of the process X. As remarked

in [17, Chapter V], for bounded drifts depending only on the current value of the process, Zvonkin proved

in [26] that a strong solution of (1.4) always exists. Therefore the path-dependence of the drift b is necessary

for strong existence to fail. We emphasise that, in contrast to Tsirelson’s SDE (1.4), the two-dimensional SDE

(1.1) defines a martingale with Markovian diffusion coefficient. Nevertheless, we will show that (1.1) exhibits

similar properties to (T1)–(T3) above.

1.3. Brownian filtrations and circular Brownian motion. A natural question that arises when considering

continuous-time stochastic processes is whether the natural filtration of a process is generated by a Brownian

motion. In Proposition 2 of [6], Émery and Schachermayer define a Brownian filtration as follows.

Definition 1.3 (Brownian filtration). A filtration is called Brownian if it is the natural filtration of a real-valued

Brownian motion starting from the origin.

Note that this definition agrees with the definition of a strong Brownian filtration given in Mansuy and Yor’s

book [13, Definition 6.1].

In the case of Tanaka’s SDE (1.3), any weak solution is a Brownian motion, as discussed in Example 3.5

of [9, Chapter 5], and so in this case a weak solution trivially generates a Brownian filtration. For Tsirelson’s

example, this question remained open until the work of Émery and Schachermayer in 1999 [6], in which they

showed that the solution of Tsirelson’s equation does indeed generate a Brownian filtration.

In [4], Dubins, Feldman, Smorodinsky and Tsirelson settled an open question by presenting an example of

a process that does not generate a Brownian filtration. Their proof relies on the concept of standardness, an

invariant of filtrations first introduced by Vershik in the setting of ergodic theory in his doctoral thesis [22].

Another example of a process that does not generate a Brownian filtration is the diffusion that Walsh defined

in [24], now known as Walsh’s Brownian motion. In [21], Tsirelson proved that Walsh’s Brownian motion does

not generate a Brownian filtration, by introducing a new invariant of filtrations known as cosiness. Warren

later used the same technique in [25] to prove that sticky Brownian motion also does not generate a Brownian

filtration. In [7], Émery and Schachermayer provide a discussion of the relationship between the two invariants

standardness and cosiness, along with further references to examples of their application.

In order to prove that the solution of Tsirelson’s equation generates a Brownian filtration, neither of these

invariants are used. Rather, in [6], Émery and Schachermayer show that there is an isomorphism between the

solution of Tsirelson’s equation and an eternal Brownian motion on the circle, which they call circular Brownian

motion and define as follows.

Definition 1.4 (circular Brownian motion). Let (ϕt)t∈R be a continuous R/2πZ-valued process. For any s, t ∈ R
with s ≤ t, denote by

∫ t
s
dϕr the R-valued random variable that depends continuously on t, vanishes for t = s,

and satisfies ∫ t

s

dϕr ≡ ϕt − ϕs mod 2π.

Let F = (Ft)t∈R be a filtration. We say that ϕ is a circular Brownian motion for F if ϕ is adapted to F and, for

each s ∈ R, the process

[s,∞) ∋ t 7→
∫ t

s

dϕr
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is a standard Brownian motion for the filtration (Ft)t∈[s,∞).

Proposition 3 of [6] shows that any deterministic time-change of a circular Brownian motion generates a

Brownian filtration. The proof uses the notion of chopped Brownian motion and a coupling argument.

In this work, we show that the angle process of the weak solution of the SDE (1.1) is a deterministic time-

change of a circular Brownian motion, thus relating this SDE to Tsirelson’s example. We frequently make use

of the connection to circular Brownian motion and the results of [6] to show that the SDE (1.1) has no strong

solution and that the weak solution generates a Brownian filtration.

Having shown that the weak solution X of (1.1) generates a Brownian filtration, an immediate conse-

quence will be that the initial sigma-algebra
⋂
s σ(Xs) is trivial. Therefore, for any fixed t > 0, FB

t =

FB
t ∨

(⋂
s≤t σ(Xs)

)
. On the other hand, for any s ≤ t, we will show that FB

t ∨ σ(Xs) = FX
t . Since X is

not a strong solution, FX
t ̸⊆ FB

t . In fact, we have the strict inclusion

FB
t ∨

⋂
s≤t

σ(Xs)

 ⊊
⋂
s≤t

(
FB
t ∨ σ(Xs)

)
.

Exchanging the order of taking intersections and suprema of sigma-algebras are discussed in detail by von

Weizsäcker in [23]. The inclusion above holds in general, and von Weizsäcker gives conditions under which there

is equality. Both the SDE (1.1) that we study in this paper and Tsirelson’s example (1.4) give continuous-time

counterexamples, for which von Weizsäcker’s conditions are not satisfied and the inclusion is strict. A related

discrete-time counterexample is given in [23].

1.4. Application to a control problem. In the paper [3], we study the following control problem. We seek

the value

inf E
[∫ τ

0

f(Xt) dt

]
,

where the infimum is taken over a set of martingales with fixed quadratic variation, stopped on exiting a ball in

Rd, and the value function f is radially symmetric. The main result of [3] is that there is a closed form expression

for the value function, and that an optimal control is to switch between two regimes. The first of these regimes

is a one-dimensional Brownian motion on a radial line, while the second is a weak solution of the SDE (1.1).

In [3] we call the behaviour of solutions of (1.1) tangential motion, since such a process moves on a tangent to

its current position. The remarkable property of this process is that it is a two-dimensional martingale whose

radius is deterministically increasing. In particular, for a cost function that is radially decreasing, we show that

tangential motion is optimal. In general, we identify optimal controls only in a weak sense, but we show that

weak and strong formulations of the control problem coincide, similarly to the results of [5]. However, when

weak solutions of (1.1) are optimal, under a particular growth condition on the cost function, the question of

equality between weak and strong value functions is left open in [3]. In Section 4 of the present paper we settle

this question, showing that the value functions are in fact equal. Since the weak solution of the SDE (1.1)

generates a Brownian filtration, we can argue by isomorphism that there is a strong control that attains the

same value as the optimal weak control.

1.5. Organisation of the article. In Section 2, we state and prove our main result Theorem 2.1 on solutions

of the SDE (1.1). We start by introducing circular Brownian motion and discussing its properties in Section 2.1.

The relation between circular Brownian motion and the SDE (1.1) then leads us to show that the weak solution

of (1.1) generates a Brownian filtration, among other notable properties. In Section 2.2, we conclude that there

exists no strong solution of (1.1).

Section 3 treats the class of SDEs of the form (1.2). We show that (1.2) has similar properties to (1.1) and,

in Theorem 3.1, we prove that (1.2) has no strong solution.

In Section 4, we apply Theorem 2.1 to the control problem studied in [3]. In Section 4.1, we extend the main

result of [3], by proving Theorem 4.1. In Section 4.2, we discuss an open question on optimality of feedback

controls.
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Throughout the paper, all filtrations are assumed to satisfy the usual conditions, and the following notation

will be used. For a stochastic process X, its natural filtration augmented to satisfy the usual conditions is

denoted FX = (FX
t )t. The quadratic variation of a process X is denoted ⟨X⟩. The sigma-algebra generated by

a random variable ξ is denoted σ(ξ).

2. An SDE with no strong solution

Let B be a real-valued Brownian motion and consider the two-dimensional SDE

(2.1) dXt =
1

|Xt|

[
−X2

t

X1
t

]
dBt; X0 ∼ δ0.

By [10], the SDE (2.1) has a weak solution. A simulation of such a solution is shown in Figure 1. The main

result of the present paper is that the SDE (2.1) has no strong solution and, furthermore, that a weak solution

exhibits many of the same properties as Tsirelson’s famous example (1.4) from [20], including uniqueness in

law. It is notable that our two-dimensional example is a strong Markov martingale with Markovian diffusion

coefficient, in contrast to Tsirelson’s one-dimensional SDE which has a non-Markovian drift.

(Xt)t∈[0,1]

0 1

0

1

t

|X
t
|

Figure 1. A simulation of a solution of the SDE (2.1) (left) and its radius (right), up to the
first exit time of a ball. These simulations already appeared in our paper [3].

We now state the main result concerning solutions of the SDE (2.1). This is a more precise restatement of

Theorem 1.1

Theorem 2.1. There exists a weak solution but no strong solution of the SDE (2.1). Moreover, uniqueness in

law holds and the weak solution of (2.1) has the following properties:

(S1) The natural filtration FX is generated by a Brownian motion; in particular, the initial sigma-algebra

FX
0+ is trivial;

(S2) For any s ∈ R, the value of the time-changed angle process θes is uniformly distributed on [0, 2π) and

independent of Hθ
∞ := σ ({θeu − θer : −∞ < r ≤ u <∞});

(S3) For any t > 0, the natural filtration of X at time t can be decomposed as FX
t = FB

t ∨ σ(θs), for any

s ∈ (0, t);

(S4) The process (Xt)t≥0 is a strong Markov process.

The existence of a weak solution of (2.1) is proved by Larsson and Ruf in Theorem 4.3 of [10]. We will now

investigate the properties of such a weak solution and conclude that there exists no strong solution.
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2.1. Properties of weak solutions. The key observation in our proof of Theorem 2.1 is that the angle process

of any solution of the SDE (2.1) is a deterministic time-change of a circular Brownian motion, as defined in

Definition 1.4.

We now state two properties of circular Brownian motion that are proved in [6]. For a circular Brownian

motion ϕ, define the innovation filtration H to be the filtration generated by the increments of ϕ; i.e.

Ht := σ ({ϕs − ϕr : −∞ < r ≤ s ≤ t}) , t ∈ R.

Then Proposition 1 of [6] states that, for any t ∈ R,

(C1) ϕt is uniformly distributed;

(C2) ϕt is independent of H∞.

We note the parallel between properties (C1) and (C2) of circular Brownian motion and the property (T2) of

Tsirelson’s equation (1.4) stated in Section 1.2.2.

Next, we show how a circular Brownian motion arises in our example.

Lemma 2.2. There exists a weak solution ((X,B), (Ω,F ,P) ,F) of the SDE (2.1), and any such solution satisfies

Xt =
√
t

[
cos θt

sin θt

]
, for all t > 0,

where θ is a R/2πZ-valued process satisfying

(2.2) dθt = t−
1
2 dBt, t > 0.

In particular, the radius of X is given by the deterministically increasing function |Xt| =
√
t, for t > 0.

Proof. The existence of a weak solution ((X,B), (Ω,F ,P) ,F) of the SDE (2.1) is given by [10, Theorem 4.3].

By Itô’s formula, for t > 0, we find that |Xt| =
√
t (c.f. [3, Lemma 3.1, Lemma 3.4]). Now, for t > 0, we can

write the R2-valued random variable Xt as

Xt = |Xt|

[
cos θt

sin θt

]
=

√
t

[
cos θt

sin θt

]
,

for a R/2πZ-valued random variable θt. Applying Itô’s formula once again, we see that the process (θt)t>0

satisfies (2.2). □

We call the process θ given in Lemma 2.2 the angle process of the solution X. We now show that this angle

process is a circular Brownian motion, up to a time-change. We define a regular time-change as in [6].

Definition 2.3. A function a : R → (0,∞) is a regular time-change if a is an increasing absolutely continuous

bijection with absolutely continuous inverse.

Proposition 2.4. Let ((X,B), (Ω,F ,P) ,F) be a weak solution of the SDE (2.1). Then the associated angle

process (θt)t>0 is a regular time-change of a circular Brownian motion. Moreover, for any s ∈ R, the angle

process is distributed as θes ∼ Unif[0, 2π), independently of σ ({θeu − θer : −∞ < r ≤ u <∞}).

Proof. Define the function a : R → (0,∞) by a(t) = et, t ∈ R. Then a is a regular time-change. Define the

time-changed process

(θ̃t)t∈R = (θa(t))t∈R.

Since, for any t > 0, there is a one-to-one deterministic correspondence between Xt ∈ R2 and θt ∈ R/2πZ, the
angle process θ is adapted to F. Now define the time-changed filtration

F̃ = (F̃t)t∈R =
(
Fa(t)

)
t∈R .

We will show that θ̃ is a circular Brownian motion for F̃.
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Since a is a regular time-change, θ̃ is adapted to F̃. We also see that the R/2πZ-valued process θ̃ is continuous.

Now fix s ∈ R and consider the process

[s,∞) ∋ t 7→
∫ t

s

dθ̃r =

∫ t

s

a(r)−
1
2 dBa(r),

using the expression (2.2) from Lemma 2.2.

Since B is an F-Brownian motion and a is a regular time-change, we have that

[s,∞) ∋ t 7→
∫ t

s

dBa(r)

is a (F̃t)t∈[s,∞)-martingale, with quadratic variation〈∫ ·

s

dBa(r)

〉
t

= a(t)− a(s),

and so

[s,∞) ∋ t 7→
∫ t

s

dθ̃r

is a continuous (F̃t)t∈[s,∞)-martingale. We can calculate the quadratic variation〈∫ ·

s

dθ̃r

〉
t

=

∫ t

s

a(r)−1 da(r) = t− s,

since a(r) = er, for any r ∈ R.
Therefore, by Lévy’s characterisation of Brownian motion, the process

[s,∞) ∋ t 7→
∫ t

s

dθ̃r

is an (F̃t)t∈[s,∞)-Brownian motion. Hence θ̃ is a circular Brownian motion for F̃. It follows from proper-

ties of circular Brownian motion proved in Proposition 1 of [6] that, for any s ∈ R, θ̃s is independent of

σ
({
θ̃u − θ̃r : −∞ < r ≤ u <∞

})
and uniformly distributed on [0, 2π]. □

Corollary 2.5. Uniqueness in law holds for the SDE (2.1).

Proof. Let ((X,B), (Ω,F ,P) ,F)) and (X̃, B̄), (Ω̄, F̄ , P̄), F̄) be weak solutions of the SDE (2.1) and write θ, θ̄

for the angle processes of X, X̄, respectively, given in Lemma 2.2. By Proposition 2.4, each angle process is a

regular time-change of a circular Brownian motion. As remarked in [6], any circular Brownian motion has the

same law, as a consequence of the uniformity and independence properties shown in [6, Proposition 1]. Hence

Law((θt)t>0) = Law((θ̄t)t>0). By Lemma 2.2, Xt (resp. X̄t) is a deterministic function of θt (resp. θ̄t), for

t > 0, and so it follows that Law((Xt)t>0) = Law((X̄t)t>0). □

A key contribution of Émery and Schachermayer’s paper [6] is to show that solutions of Tsirelson’s equation

generate a Brownian filtration. As discussed in Section 1.3, this is done as follows. In Proposition 4 of [6],

the authors show that there is an isomorphism between solutions of Tsirelson’s equation and circular Brownian

motion, and in Proposition 3 of [6], they prove that a regular time-change of a circular Brownian motion generates

a Brownian filtration. It is this latter property that we exploit here, having already shown a connection between

solutions of (2.1) and circular Brownian motion in Proposition 2.4.

Corollary 2.6. Let ((X,B), (Ω,F ,P) ,F)) be a weak solution of the SDE (2.1). Then X generates a Brownian

filtration.

Proof. Write

Xt =
√
t

[
cos θt

sin θt

]
,
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where θ is the angle process of the solution, and let FX = (FX
t )t≥0 be the filtration generated by X. Then,

since X0 = 0 is fixed, and Xt is a deterministic bijective function of θt for each t > 0, we have

FX
t = Fθ

t for all t ≥ 0,

where Fθ = (Fθ
t )t≥0 is the filtration generated by θ.

We have seen in Proposition 2.4 that (θt)t>0 is a regular time-change of a circular Brownian motion. Propo-

sitions 2 and 3 of [6] together immediately imply that the natural filtration of any regular time-change of a

circular Brownian motion is Brownian. Hence Fθ is Brownian, and it follows that FX is Brownian. □

In the next section, we will show that the SDE (2.1) has no strong solution, and so the Brownian motion

that generates the natural filtration of a weak solution cannot be the driving Brownian motion of the SDE.

2.2. Non-existence of strong solutions. The proof of non-existence of a strong solution in Theorem 2.1

relies on the following property of the angle process that arises from the theory of circular Brownian motion

discussed in Section 2.1.

Lemma 2.7. Let W be a real-valued Brownian motion with natural filtration (FW
t )t≥0 and let ϕ be an R/2πZ-

valued process. Suppose that ϕ satisfies∫ t

s

dϕr =

∫ t

s

r−
1
2 dWr, for all 0 < s ≤ t,

where the random variables on the left-hand side are defined analogously to those in Definition 1.4.

Then ϕ cannot be adapted to (FW
t )t≥0.

Proof. Suppose for contradiction that ϕ is adapted to the natural filtration of W .

Define the regular time-change a : R → (0,∞) by a(t) = et for all t ∈ R, as in the proof of Proposition 2.4,

and denote the time-changed processes

(ϕ̃t)t∈R = (ϕa(t))t>0,

(W̃t)t∈R = (Wa(t))t>0.

Since the time-change is deterministic, the natural filtrations (F̃ϕ
t )t∈R and (F̃W

t )t∈R of the time-changed pro-

cesses ϕ̃ and W̃ are given by

F̃ϕ
t = Fϕ

a(t), F̃W
t = FW

a(t), for all t ∈ R.

Hence ϕ̃ is adapted to (F̃W
t )t∈R.

By the same arugments as in the proof of Proposition 2.4, ϕ̃ is a circular Brownian motion for (F̃W
t )t∈R and,

for any s, t ∈ R with s ≤ t,

(2.3)

∫ t

s

dϕ̃r =

∫ t

s

a(r)−
1
2 dW̃r.

To arrive at a contradiction, we will exploit a property of circular Brownian motion that is proved in Propo-

sition 1 of [6].

Let (Ht)t∈R be the innovation filtration of ϕ̃. Recall that, for each t ∈ R, Ht is the sigma-algebra generated

by the increments of ϕ̃ up to time t; i.e.

Ht := σ
({
ϕ̃s − ϕ̃r : −∞ < r ≤ s ≤ t

})
.

Then we have

Ht ⊆ F̃ϕ
t ⊆ F̃W

t , t ∈ R.

In fact, the first inclusion must be strict, as we now show. As remarked in Section 2.1, Proposition 1 of [6]

tells us that, for each t ∈ R, the value of the circular Brownian motion ϕ̃t is uniformly distributed on [0, 2π)

and, moreover, ϕ̃t is independent of H∞. Hence, for each t ∈ R,

(2.4) Ht ⊊ F̃ϕ
t ⊆ F̃W

t .
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Fix 0 < s ≤ t. Then, using the relation (2.3), we can deduce that the increment

W̃t − W̃s =

∫ t

s

a(r)
1
2 dϕ̃r

is Ht-measurable.

Now, taking the limit as s → −∞, W̃s = Wes → 0 almost surely, and so W̃t is Ht-measurable. This implies

that

F̃W
t ⊆ Ht,

contradicting the strict inclusion in (2.4). □

We are now ready to prove Theorem 2.1, showing in particular that the SDE (2.1) has no strong solution.

Proof of Theorem 2.1. As noted after the statement of the theorem, the existence of a weak solution is proved

by Larsson and Ruf in Theorem 4.3 of [10]. We prove uniqueness in law in Corollary 2.5. By Corollary 2.6, a

weak solution generates a Brownian filtration, and by Blumenthal’s zero-one law, the initial sigma-algebra is

trivial. The uniform distribution of the time-changed angle process and its independence from its increments

are shown in Proposition 2.4. It remains to prove that statements (S3) and (S4) of the theorem hold, and that

there does not exist a strong solution. We now check statement (S3) of the theorem.

Let ((X,B), (Ω,F ,P) ,F)) be a weak solution of (2.1), write θ for the angle process, and recall that FX = Fθ.
We are in the setting of Lemma 2.7 and so, similarly to the proof of the lemma, we find that F̃B

t ⊆ F̃θ
t . Clearly,

for any s ≤ t, σ(θ̃s) ⊆ F̃θ
t , and so we also have the inclusion F̃B

t ∨ σ(θ̃s) ⊆ F̃θ
t . On the other hand, writing

θ̃t = θ̃s +

∫ t

s

e−
r
2 dB̃r,

we see that F̃θ
t ⊆ F̃B

t ∨ σ(θ̃s), and we conclude that F̃X
t = F̃B

t ∨ σ(θ̃s).
To verify the strong Markov property, statement (S4) of the theorem, we first observe that the Markov

property at time zero together with the strong Markov property on [ε,∞) for all ε > 0 implies the strong Markov

property on [0,∞) (see e.g. [14, Lemma A.2]). Fix ε > 0. By Lemma 2.2, the radius of the weak solution is given

by the deterministically increasing function |Xt| =
√
t, and so we have |Xt| ≥

√
ε for t ∈ [ε,∞). The diffusion

coefficient x = (x1, x2)
⊤ 7→ |x|−1(−x2, x1)⊤ of the SDE (2.1) is Lipschitz on the set {x ∈ R2 : |x| ≥

√
ε}, and

so we can follow standard arguments (c.f. [12, Theorem 8.3]) to show that the weak solution is in fact strong

on [ε,∞). This implies that the strong Markov property holds on [ε,∞), by [12, Corollary 8.8]. Moreover, the

Markov property at time zero follows immediately from the fact that the initial sigma-algebra is trivial. We

conclude that (Xt)t≥0 is a strong Markov process.

To conclude the proof of Theorem 2.1 it remains to show non-existence of strong solutions. Suppose for

contradiction that X is a strong solution of the SDE (2.1). Then X is adapted to the filtration (FB
t )t≥0; i.e

(2.5) FX
t ⊆ FB

t , t ≥ 0.

Then, since the angle process θ satisfies (2.2), we have∫ t

s

dθr =

∫ t

s

r−
1
2 dBr,

for any 0 < s ≤ t. Therefore, by Lemma 2.7, θ is not adapted to (FB
t )t≥0. We have already seen in the proof

of Corollary 2.6 that

Fθ
t = FX

t , for all t ≥ 0.

Therefore X is not adapted to (FB
t )t≥0. This contradicts the inclusion (2.5). Hence the SDE (2.1) has no strong

solution. □

Remark 2.8. Recalling Corollary 2.6, we have shown that, although the SDE (2.1) has no strong solution, there

exists a unique (in law) weak solution, which generates a Brownian filtration. As discussed in Section 1.3, this
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places our example into the more common class of SDEs whose weak solutions are not strong but do generate

a Brownian filtration, as is the case for the examples of Tanaka and Tsirelson.

3. Approximating SDEs have no strong solution

In this section, we consider a class of SDEs whose behaviour approximates that of the SDE (2.1) studied in

Section 2. We show that such SDEs exhibit similar properites to the SDE (2.1) and that there do not exist strong

solutions. In Section 4 we will relate these SDEs and the SDE (2.1) to a control problem for two-dimensional

martingales that is studied in [3]. In particular, as remarked after Proposition 4.6, the non-existence of strong

solutions gives an insight into the problem of optimising over feedback controls — see Section 4.2. The main

result of this section is the following restatement of Theorem 1.2.

Theorem 3.1. Let B be a one-dimensional Brownian motion and let λ ∈ (0, 1) be a fixed constant. Then there

exists no strong solution of the SDE

(3.1) dXt =
1

|Xt|

[
λX1

t −
√
1− λ2X2

t

λX2
t +

√
1− λ2X1

t

]
dBt; X0 ∼ δ0.

Uniqueness in law holds for (3.1) on the time interval [0, τλ0 ), where τ
λ
0 := inf{t > 0 : Xt = 0}.

Note that setting λ = 0 in (3.1) reduces the SDE to (2.1), and so we exclude this case here.

We first observe that the squared radius process of a solution of (3.1) can be rescaled to a squared Bessel

process, as defined in Definition 1.1 of [15, Chapter XI]. We will show that the event of returning to the

origin before leaving the domain satisfies the following zero-one law. For λ ≤
√
2
2 , Xλ returns to the origin

with probability zero; for λ >
√
2
2 , Xλ returns to the origin with probability one. The critical value λ =

√
2
2

corresponds to the 2-dimensional squared Bessel process, which has the same law as the squared radius process

of a 2-dimensional Brownian motion. This remark plays an important role in the study of uniqueness of multi-

dimensional martingales with given marginals in [14].

Proposition 3.2. Let λ ∈ (0, 1) and suppose that Xλ solves the SDE (3.1). Write Zλt =
∣∣Xλ

t

∣∣2 for any t ≥ 0

and define the rescaled process Z̃λ by Z̃λt = Zλ−2t.

Then Z̃λ is the square of a δ-dimensional Bessel process started from 0, where δ = λ−2. Moreover, defining

τλ0 := inf{t > 0: Zλt = 0}, we have

P0
[
τλ0 <∞

]
=

0, λ ∈ (0,
√
2
2 ],

1, λ ∈ (
√
2
2 , 1).

Proof. Applying Itô’s formula, we see that Zλ satisfies

dZλt = 2λ
√
Zλt dBt + dt,

with Zλ0 = 0. Note that

t 7→ B̃t := λBλ−2t

is a standard Brownian motion. Therefore, for any t ≥ 0,

Z̃λt = 2

∫ t

0

√
Z̃λs dB̃s + λ−2t.

Set δ = λ−2. Then, referring to Definition 1.1 of [15, Chapter XI], we see that Z̃λ is the square of a δ-dimensional

Bessel process.

Now suppose that λ ∈ (0,
√
2
2 ], so that

δ = λ−2 ≥ 2.

The discussion that immediately precedes Proposition 1.5 in [15, Chapter XI] tells us that the set {0} is polar

for Z̃λ. By the definition of a polar set given in Definition 2.6 of [15, Chapter V], we have that Z̃λ almost surely

never returns to the origin in finite time, and the rescaled process Zλ has the same property.
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On the other hand, suppose that λ ∈ (
√
2
2 , 1). Then

δ = λ−2 < 2,

and so, by the same discussion in [15, Chapter XI], Z̃λ returns to the origin in finite time with probability 1.

Again the rescaled process Zλ has the same property. □

Remark 3.3. Define the process Rλ by Rλt =
∣∣Xλ

t

∣∣, for t ≥ 0. Since Z̃λ is the square of a λ−2-dimensional

Bessel process, we have that t 7→
√
Z̃λt is a Bessel process (see [15, Definition XI.1.9]). Rescaling the SDE for

the Bessel process (see [1, Eq. (4)]), we see that Rλ satisfies

(3.2) dRλt = λdBt +
1− λ2

2Rλt
1{Rλ

t ̸=0} dt; Rλ0 = 0.

By [1, Theorem 3.2 (i)], Rλ is the unique non-negative solution of (3.2) and it is a strong solution.

Suppose that λ ∈ (0,
√
2
2 ]. By Proposition 3.2, Zλ almost surely never returns to the origin after time 0, and

so pathwise uniqueness holds after time 0, by [1, Theorem 3.2 (ii)]. On the other hand, suppose that λ ∈ (
√
2
2 , 1).

Then [1, Theorem 3.2 (iii)] shows that even uniqueness in law does not hold, and by Proposition 3.2 Zλ returns to

the origin almost surely in finite time. Inspecting the proof of [1, Theorem 3.2], we see that pathwise uniqueness

for (3.2) holds after time 0 up to the first hitting time of the origin. We will therefore only consider the SDE

(3.2) up to the hitting time τλ0 , as defined in Proposition 3.2, in this case.

Fix λ ∈ (0, 1) and consider the angle process θ, where we now omit the index λ from our notation. By Itô’s

formula, we calculate that θ satisfies

(3.3) dθt =
√
1− λ2R−1

t dWt − λ
√
1− λ2R−2

t dt, t ∈ (0, τ0).

Hence, given the value of θτρ , for some ρ > 0 with τρ < τ0, the path of (θt)t∈(0,τ0) is uniquely determined by

(3.3). This observation will lead us to prove uniqueness in law for (3.1).

We now turn to the proof of Theorem 3.1, where we show that there do not exist strong solutions of (3.1),

following a similar strategy to the proof of Theorem 2.1. Here, the angle process of a solution of (3.1) is no

longer a circular Brownian motion, as was the case for solutions of (2.1) in Proposition 2.4. However, this

process does have similar properties. We will show that, conditioned on the value of the radius, the angle

process is uniformly distributed and independent of its increments. Here, we adapt Émery and Schachermayer’s

proof that the value of a circular Brownian motion at any time is uniformly distributed and independent of its

increments, from Proposition 1 of [6]. We will deduce the result of Theorem 3.1 from the following proposition.

Proposition 3.4. Fix λ ∈ (0, 1). For any weak solution ((X,W ), (Ω,F ,P) ,F) of the SDE (3.1), let R be the

radius process and θ the angle process, so that we can write

Xt = Rt

[
cos θt

sin θt

]
, t > 0.

Denote the hitting times of R by

τρ := inf{t > 0: Rt = ρ}, ρ ≥ 0.

Then, for any ρ > 0 with τρ < τ0,

θτρ ∼ Unif[0, 2π).

Moreover, θτρ is independent of

H∞ := σ ({θt − θs : 0 < s < t < τ0}) .

The above result relies in turn on the following technical lemma, which guarantees that the increments of

the angle process at the hitting times of the radius process do not have a lattice distribution.

Lemma 3.5. Let θ be the angle process defined in Proposition 3.4 and fix ρ > 0 such that τρ < τ0. Then, for

any ϕ ∈ [0, 2π),

P
[(
θτρ − θτ2−1ρ

)
∈ {ϕ+ 2πm, m ∈ Z}

]
< 1.
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Proof. Suppose for contradiction that there exists ϕ ∈ [0, 2π) such that

(3.4) P
[(
θτρ − θτ2−1ρ

)
∈ {ϕ+ 2πm, m ∈ Z}

]
= 1.

Let R be the radius process and θ the angle process, as defined in Proposition 3.4, and recall that R and θ

satisfy the SDEs (3.2) and (3.3), respectively.

We will use a coupling argument to arrive at a contradiction. Consider two independent weak solutions

(R1, θ1), (R2, θ2) of the SDEs (3.2) and (3.3) on a common probability space. For i = 1, 2 and any r ≥ 0,

denote the hitting time

τ ir := inf{t > 0: Rit = r}.

Note that, as we observed in Remark 3.3, given the value of θ at radius 2−1ρ, the process θ is uniquely defined

via the SDE (3.3) up to the first return to the origin.

Fix ψ1, ψ2 ∈ [0, 2π) such that ψ1 ̸≡ ψ2 mod 2π, and shift θ1 and θ2 to define

θψ
1

t := θ1t + ψ1 − θ1τ1
2−1ρ

and θψ
2

t := θ2t + ψ2 − θ2τ2
2−1ρ

.

Then, at the first hitting time of radius 2−1ρ, the values of the processes θψ
1

and θψ
2

are almost surely equal

to ψ1 and ψ2, respectively, and these shifted processes still satisfy the SDE (3.3).

Suppose that there exists some radius η ∈ (2−1ρ, ρ) such that

θψ
1

τ1
η
= θψ

2

τ2
η
.

Then we can couple the two processes θψ
1

, θψ
2

as follows. Define θ̃ by

θ̃t =

θ
ψ2

t , t < τ2η ,

θψ
1

τ1
η−τ2

η+t
, t ≥ τ2η .

Then we see that the trajectories of (R1, θψ
1

) and (R2, θ̃) coincide on the set (η,R)× [0, 2π). Moreover, by the

Markov property, the process θ̃ still satisfies the SDE (3.3). Therefore, by condition (3.4),

θψ
1

τρ ≡ ψ1 + ϕ mod 2π,

θ̃τρ ≡ ψ2 + ϕ mod 2π.

But, by our choice of ψ1, ψ2, the above values are not equal, contradicting the coupling of the trajectories. This

shows that, on the set (2−1ρ, ρ)× [0, 2π), the supports of (R1, θψ
1

) and (R2, θψ
2

) must be disjoint.

Since our choice of the shifts ψ1 and ψ2 was arbitrary, the only feasible supports of (Ri, θψ
i

) are the rays

connecting the points (2−1ρ, ψi) and (ρ, ψi), for i = 1, 2. This would imply that θψ
1

and θψ
2

are deterministic,

but this is not the case for λ < 1.

Hence there is no ϕ ∈ [0, 2π) such that (3.4) holds. □

We now use this lemma to prove Proposition 3.4 on the uniformity and independence properties of the angle

process.

Proof of Proposition 3.4. Recall that R satisfies the SDE (3.2) and θ satisfies the SDE (3.3).

Fix ρ > 0 such that τρ < τ0. We show that θτρ is uniformly distributed on [0, 2π) by using the characteristic

function of the random variable θτρ on the torus, following the proof of Proposition 1 of [6]. For any ϕ ∈ R/2πZ
and k ∈ Z, define the characteristic function

ek(ϕ) := exp{iky}, for any y ∈ R such that y ≡ ϕ mod 2π.

Fix k ∈ Z \ {0} and ρ1 > 0 with τρ < τ0. We aim to show that E[ek(θτρ1 )] = 0.

Let ρ0 ∈ (0, ρ1). Then, writing

θτρ1 = θτρ0 +

∫ τρ1

τρ0

dθs,
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and denoting by E the expectation with respect to the given probability measure P, we have∣∣E [
ek(θτρ1 )

]∣∣ = ∣∣E [
ek(θτρ0 )ek(θτρ1 − θτρ0 )

]∣∣ .
In order to break up the expectation on the right hand side into the product of expectations, we use the

following conditional independence. We see that future increments of θ depend only on the history of θ through

the current value of R, since R is Markovian. That is, for any s < u < v,

θv − θu conditioned on σ(Rs) is independent of Fθ
s .

Now note that, taking s = τρ0 , the σ-algebra σ(Rτρo ) is trivial, and so future increments of θ are independent

of Fθ
τρ1

, without any conditioning. Hence

(3.5) E
[
ek(θτρ0 )ek(θτρ1 − θτρ0 )

]
= E

[
ek(θτρ0 )

]
E
[
ek(θτρ1 − θτρ0 )

]
.

We will now consider the increment θτρ1 − θτρ0 . We claim that, for small radii ρ0, the value of this increment

approaches a uniform distribution on [0, 2π). We show this by using a scaling argument, as follows.

Fix α > 0 and rescale time by defining s := αt for t ≥ 0. Then, for t ≥ 0, define

B̃αs := α
1
2Bt, R̃αs := α

1
2Rt, θ̃αs := θt,

so that

ds = α dt, and dB̃αs = α
1
2 dBt.

We can calculate

dR̃αs = α
1
2

(
λ dBt +

1− λ2

2Rt
dt

)
= α

1
2

(
λα− 1

2 dB̃αs +
1− λ2

2α− 1
2 R̃αs

α−1 ds

)
= λ dB̃αs +

1− λ2

2R̃αs
ds,

and

dθ̃αs =
√
1− λ2R−1

t dBt − λ
√
1− λ2R−2

t dt

=
√
1− λ2

(
α− 1

2 R̃αs

)−1

α− 1
2 dB̃αs − λ

√
1− λ2

(
α− 1

2 R̃αs

)−2

α−1 ds

=
√
1− λ2

(
R̃αs

)−1

dB̃αs − λ
√
1− λ2

(
R̃αs

)−2

ds.

And so, after this rescaling, (R̃α, B̃α) and (θ̃α, B̃α) satisfy the same SDEs (3.2) and (3.3) as (R,B) and (θ,B).

For i = 0, 1, let τ̃0ρi be the first time that the process R̃αs hits ρi, having started from the origin. Then we

have the following equality in distribution:

θτρ1 − θτρ0 = θ̃ατ̃0√
αρ1

− θ̃ατ̃0√
αρ0

= θτ√αρ1
− θτ√αρ0

,

where the first equality holds pointwise by rescaling, and the second equality holds in distribution because the

rescaled processes satisfy the same SDEs as the original processes.

Moreover, recalling our observation that increments of θ between hitting times of R are independent, we see

that the increments

θτρ1 − θτρ0 and θτ√αρ1
− θτ√αρ0

are independent and identically distributed when
√
αρ1 ≤ ρ0.

Now let N ∈ N and set ρ0 = 2−Nρ1. We can write the increment of θ as a sum of i.i.d. random variables

θτρ1 − θτρ0 =

N−1∑
k=0

(
θτ

2−kρ1
− θτ

2−k+1ρ1

)
,
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and so ∣∣E [
ek

(
θτρ1 − θτρ0

)]∣∣ = ∣∣∣E [
ek

(
θτρ1 − θτ2−1ρ1

)]∣∣∣N .
By Jensen’s inequality,

(3.6)
∣∣∣E [

ek

(
θτρ1 − θτ2−1ρ1

)]∣∣∣2 ≤ 1,

with equality if and only if there exists ϕ ∈ [0, 2π) such that

P
[(
θτρ1 − θτ2−1ρ1

)
∈ {ϕ+ 2πm, m ∈ Z}

]
= 1.

By Lemma 3.5, no such ϕ exists, and so the inequality (3.6) is strict. We then have that∣∣E [
ek

(
θτρ1 − θτρ0

)]∣∣ = ∣∣∣E [
ek

(
θτρ1 − θτ2−1ρ1

)]∣∣∣N N→∞−−−−→ 0,

Returning to our calculation of the characteristic function of θt in (3.5), we have∣∣E [
ek(θτρ1 )

]∣∣ = ∣∣E [
ek(θτρ0 )

]
E
[
ek(θτρ1 − θτρ0 )

]∣∣
≤

∣∣E [
ek(θτρ1 − θτρ0 )

]∣∣
ρ0↓0−−−→ 0.

Hence θτρ1 is uniformly distributed on [0, 2π).

We now show that θτρ1 is independent of H∞, the sigma-algebra generated by all increments of θ.

Let (ρn)n∈N be a strictly positive decreasing sequence with limn→∞ ρn = 0. For each n ∈ N, define

Hn := σ ({θv − θu : τρn ≤ u ≤ v}) ,

the sigma-algebra generated by all increments of θ after the first hitting time of ρn.

Recalling that we are working with filtrations that satisfy the usual conditions, we have that H∞ =
∨
n∈N Hn,

since τρn → 0 almost surely as n → ∞. Therefore, by martingale convergence (see e.g. Theorem 4.3 of [18,

Chapter VII]),

E
[
ek

(
θτρ1

)
Hn

] n→∞−−−−→ E
[
ek

(
θτρ1

)
H∞

]
,

in L1 and almost surely.

We now fix n ∈ N and consider∣∣E [
ek

(
θτρ1

)
Hn

]∣∣ = ∣∣E [
ek

(
θτρn

)
ek

(
θτρ1 − θτρn

)
Hn

]∣∣ .
By the same conditional independence arguments as we used in the proof of uniformity, θτρn is independent of

Hn. Since τρ1 ≥ τρn pointwise, θτρ1 − θτρn is Hn-measurable. Therefore∣∣E [
ek

(
θτρn

)
ek

(
θτρ1 − θτρn

)
Hn

]∣∣ = ∣∣ek (θτρ1 − θτρn
)∣∣ ∣∣E [

ek
(
θτρn

)]∣∣
=

∣∣E [
ek

(
θτρn

)]∣∣
= 0,

by the uniformity of θτρn .

Hence ∣∣E [
ek

(
θτρ1

)
Hn

]∣∣ = 0, for all n ∈ N,

and so, by martingale convergence,

E
[
ek

(
θτρ1

)
H∞

]
= 0.

Taking Y to be any bounded H∞-measurable random variable, we then have

E
[
Y ek

(
θτρ1

)]
= E

[
Y E

[
ek

(
θτρ1

)
H∞

]]
= 0.

Hence θτρ1 is independent of H∞. □

The following uniqueness result is an immediate corollary of Proposition 3.4.
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Corollary 3.6. Uniqueness in law holds for (3.1) up to the first hitting time of the origin.

Proof. Given a pair of processes (X,B) satisfying (3.1), write R and θ for the radius and angle processes of

X, respectively. Then, as shown in Remark 3.3, R is the unique non-negative solution of (3.2). Recall the

notation τρ = inf{t > 0 : Rt = ρ} for ρ ≥ 0. Then, by Remark 3.3 again, (3.3) uniquely determines the path

of (θt)t∈(0,τ0), given the value of θτρ for some ρ > 0 with τρ < τ0. Moreover, we have θτρ ∼ Unif[0, 2π), by

Proposition 3.4, and so the law of (θt)t∈(0,τ0) is unique. Uniqueness in law for (3.1) on [0, τ0) now follows. □

We now apply the independence result of Proposition 3.4 to conclude that the SDE (3.1) has no strong

solution.

Proof of Theorem 3.1. The statement on uniqueness in law is proved in Corollary 3.6. Now suppose that X is

a strong solution of the SDE (3.1). Then there is an R+-valued FB-adapted process R satisfying the SDE (3.2)

with R0 = 0, and an R/2πZ-valued FB-adapted process θ satisfying the SDE (3.3) such that

Xt = Rt

[
cos θt

sin θt

]
, t > 0.

Recall the definition

τρ := inf {t > 0: Rt = ρ} , ρ ≥ 0,

and fix ρ > 0 such that τρ < τ0. Then, by Proposition 3.4, θτρ is independent of H∞.

Under our assumption that θ is adapted to FB , this implies that

(3.7) Hτρ ⊊ Fθ
τρ ⊆ FB

τρ .

However, we claim that B is adapted to H.

To prove this claim, observe that, for any 0 < s < t < τ0, the random variable

⟨θ⟩t − ⟨θ⟩s =
∫ t

s

R−2
r dr

is Ht-measurable. Since Rr > 0 almost surely for r > 0, as we proved in Proposition 3.2, Rt is also Ht-

measurable.

Now, from the SDE (3.2), we have that

Rt −Rs = λ(Bt −Bs) +

∫ t

s

1− λ2

2Rr
dr,

and so Bt −Bs is FR
t -measurable. Since Bs → 0 as s→ 0, we can conclude that

(3.8) FB
t ⊆ FR

t ⊆ Ht.

Setting t = τρ and combining the two inclusions (3.7) and (3.8), we arrive at the following contradiction:

FB
τρ ⊆ FR

τρ ⊆ Hτρ ⊊ Fθ
τρ ⊆ FB

τρ .

Hence there is no strong solution of the SDE (3.1). □

4. Application to a problem of stochastic control of martingales

We now apply the result of Theorem 2.1 to the control problem studied in [3]. In [3], we find the value

function for a d-dimensional control problem with radially symmetric running cost f(x) = f̃(|x|), under mild

regularity assumptions, including that f is continuous away from the origin. We reformulate the control problem

here as follows.

Fix d ≥ 2, R > 0, and define the domain D = {x ∈ R2 : |x| < R}. Also define the set of matrices

U :=
{
σ ∈ Rd,d : Tr(σσ⊤) = 1

}
. The strong control problem is to find the value function vS : D → R, given by

vS(x) = inf
ν∈U

Ex
[∫ τ

0

f(Xν
t ) dt

]
, x ∈ D,
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where U is the set of progressively measurable U -valued process, and for ν ∈ U , Xν
t = x +

∫ t
0
νs dBs and

τ := inf{t ≥ 0 : |Xν
t | ≥ R}. There is a corresponding weak version of the control problem, to find the weak

value function vW , where we optimise over solutions of martingale problems, rather than stochastic integrals.

In dimension d = 2, the result [3, Theorem 5.12] does not treat the strong control problem at the origin under

the condition that
∫ r
0
f̃(s) ds = ∞ but

∫ r
0
sf̃(s) ds <∞ for all r > 0. We will apply Theorem 2.1 to extend the

result to this case.

We recall the definition of the candidate value function V : D → R from [3, Definition 4.6]. For k ∈ N and

i = 0, . . . , k, introduce the constant

Fki := 2

k∑
j=i+1

[
(rj − sj−1)sj−1f̃(sj−1) +

∫ rj

sj−1

∫ s

sj−1

f̃(t) dtds+

∫ sj

rj

sf̃(s) ds

]
,

and consider the following two cases. If f̃ is increasing in (0, η), then set s0 = 0, define (si, ri) by

si := inf
{
r > ri : f̃

′
+(s) > 0

}
, ri+1 := inf

{
r > si : sif̃(si) +

∫ r

si

f̃(s) ds > rf̃(r)

}
,

and let K ∈ N be such that R ∈ (sK−1, sK ]. For x ∈ D, define

V (x) = −2

∫ sK

R∨rK
sf̃(s) ds− 2(rK −R ∧ rK)sK−1f̃(sK−1)− 2

∫ rK

R∧rK

∫ s

sK−1

f̃(t) dtds

+ 2

K∑
i=1

1{(si−1,si]}(|x|)

[
(ri − |x| ∧ ri)si−1f̃(si−1) +

∫ ri

|x|∧ri

∫ s

si−1

f̃(t) dtds+

∫ si

|x|∨ri
sf̃(s) ds+ FKi

]
.

If f̃ is decreasing in (0, η), then set r0 = 0, define (ri, si) by

ri+1 := inf

{
r > si : sif̃(si) +

∫ r

si

f̃(s) ds > rf̃(r)

}
, si+1 := inf

{
r > ri+1 : f̃

′
+(r) > 0

}
,

and let L ∈ N be such that R ∈ (rL, rL+1]. For x ∈ D, define

V (x) = −2

∫ sL

R∧sL
sf̃(s) ds+ 2(R ∨ sL − sL)sLf̃(sL) + 2

∫ R∨sL

sL

∫ s

sL

f̃(t) dtds

+ 2

L∑
i=0

1{(ri,ri+1]}(|x|)

[∫ si

|x|∧si
sf̃(s) ds− (|x| ∨ si − si)sif̃(si)−

∫ |x|∨si

si

∫ s

si

f̃(t) dtds+ FLi

]
.

Note in particular that, in the case that f̃ is decreasing on the interval (0, η), V satisfies

(4.1) V (0) = 2

∫ η

0

ξf̃(ξ) dξ + V (y),

for any y ∈ D with |y| = η.

The generalisation of [3, Theorem 5.12] is the following.

Theorem 4.1. Suppose that f̃ is continuous on (0, R) and monotone on some interval (0, η) ⊂ (0, R), and that

the one-sided derivative f̃ ′+(r) exists for all r ∈ (0, R) and changes sign only finitely many times. Then

vS(x) = vW (x) =


−∞, if

∫ r
0
f̃(s) ds = −∞, for any r > 0,

+∞, if x = 0 and
∫ r
0
sf̃(s) ds = ∞, for any r > 0,

V (x) ∈ (−∞,+∞), otherwise.

In [3] we show that the weak value function vW has the form given in Theorem 4.1. Moreover, we show that

vS(x) = vW (x) except possibly in the two-dimensional case at the origin when

(4.2)

∫ r

0

f̃(s) ds = ∞, but

∫ r

0

sf̃(s) ds <∞, for all r > 0.

To conclude the proof of Theorem 4.1 we will now show that vS(0) = V (0) under the above conditions.
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4.1. Equivalence of weak and strong control problems. Fix a probability space (Ω̃, F̃ , P̃) on which a

R-valued Brownian motion B is defined with natural filtration FB = (FBt )t≥0. We know that there exists a

weak solution ((X,W ), (Ω,F ,P) ,F) of (2.1) by Theorem 4.3 of [10]. For τη := inf{t ≥ 0 : |Xt| ≥ η}, we can

calculate that

E0

[∫ τη

0

f(Xs) ds

]
= 2

∫ η

0

ξf̃(ξ) dξ.

We will show that there exists an FB-martingale X̃ that is equal in law to X. This is the key step required to

complete the proof of Theorem 4.1.

We will make use of the notion of isomorphisms between filtered probability spaces in the following proof.

We take the following definitions from the paper [7] of Émery and Schachermayer.

Definition 4.2 (Isomorphism). Given a probability space (Ω,F ,P), denote the set of random variables on that

probability space by L0 (Ω,F ,P). An embedding of (Ω,F ,P) into another probability space (Ω,F ,P) is a map

Ψ : L0 (Ω,F ,P) → L0(Ω,F ,P)

that commutes with Borel operations on random variables and preserves probability laws.

An isomorphism from (Ω,F ,P) to (Ω,F ,P) is an embedding that is bijective.

Remark 4.3. We follow the same convention as in [11] and also write Ψ for the map in the above definition

acting on sigma-algebras, stochastic processes and filtrations.

Definition 4.4. Two filtered probability spaces (Ω,F ,P,F) and (Ω,F ,P,F), with F = (Ft)t≥0 and F = (F t)t≥0,

are isomorphic if there exists an isomorphism

Ψ : L0(Ω,F∞,P) → L0(Ω,F∞,P)

such that Ψ(F) = F.

In [11], Laurent gives similar definitions to the above for filtrations in discrete negative time. We will refer

to results from [11] in the following proof.

Proof of Theorem 4.1. It is shown in [3, Theorem 5.12] that the conclusion of the theorem holds in all cases

except in dimension d = 2 at the origin, under the conditions∫ r

0

f̃(s) ds = ∞, and

∫ r

0

sf̃(s) ds <∞, for any r > 0.

In this case, [3, Lemma 5.11] shows that vW (0) = V (0). We now prove that vS(0) = V (0), thus completing the

proof of the theorem.

Fix a probability space (Ω̃, F̃ , P̃) on which a R-valued Brownian motion B is defined with natural filtration

FB = (FB
t )t≥0, and recall the definition of the control set U given above. We will construct an FB-martingale

X ν̃ such that, for any t ≥ 0,

X ν̃
t =

∫ t

0

ν̃s dBs,

for some ν̃ ∈ U , and

E0

[∫ τη

0

f(X ν̃
s ) ds

]
= 2

∫ η

0

ξf̃(ξ) dξ.

By Theorem 2.1, there exists a unique (in law) weak solution ((X,B′), (Ω,F ,P) ,F) of the SDE (2.1) and that

the process X generates a Brownian filtration. That is, there exists a Brownian motion W on the probability

space (Ω,F ,P) with natural filtration FW = (FW
t )t≥0 such that the natural filtration of X is equal to FW .

Since B and W are both R-valued Brownian motions, they have have the same law and so, as noted in

Section 1.6 of [11], the filtered probability spaces

(Ω̃, F̃ , P̃,FB) and (Ω,F ,P,FW )
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are isomorphic, as defined in Definition 4.4. That is, there exists an isomorphism

Ψ : L0(Ω,FW
∞ ,P) → L0(Ω̃, F̃B

∞, P̃),

as defined in Definition 4.2, such that

Ψ(FW ) = FB .

Now define a process X̃ on the probability space (Ω̃,FB
∞, P̃) by

(X̃t)t≥0 = Ψ((Xt)t≥0) .

For any t ≥ 0, we have that Ψ(FW
t ) = FB

t and Ψ : L0(Ω,FW
t ,P) → L0(Ω̃, F̃B

t , P̃) is an isomorphism, as noted

after the definition of an isomorphism in [7]. Therefore, since X is adapted to FW , it follows that X̃ is adapted

to FB .
Now fix 0 < s < t. Then, using Lemma 5.3 of [11] to apply the isomorphism Ψ to a conditional expectation,

we see that

EP̃
[
X̃t

∣∣ FB
s

]
= EP̃ [Ψ(Xt)

∣∣ Ψ(FW
s )

]
= Ψ

(
EP [Xt | FW

s

])
= Ψ(Xs) = X̃s,

where the third equality follows from the fact that X is an FW -martingale. Hence X̃ is an FB-martingale. By

the definition of an isomorphism in Definition 4.2, we also have that the processes X and X̃ are equal in law.

We now apply the martingale representation theorem, as found for example in Theorem 3.4 of [15, Chapter

5]. This result implies that t 7→ X̃t is continuous and there exists an FB-progressively measurable R-valued
process ν̃ such that, for any t ≥ 0, we have the representation

(4.3) X̃t =

∫ t

0

ν̃s dBs.

We can also deduce that X̃ has quadratic variation t 7→ ⟨X̃⟩t = t, as follows. The quadratic variation of X

is t 7→ ⟨X⟩t = t, and so t 7→ |Xt|2 − t is an FW -martingale. Using Lemma 5.3 of [11] again, we calculate that,

for any 0 < s < t,

EP̃
[
|X̃t|2 − t

∣∣ FB
s

]
= EP̃

[
Ψ(|Xt|2)

∣∣ Ψ(FW
s )

]
− t

= Ψ
(
EP

[
|Xt|2 | FW

s

])
− t

= Ψ(|Xs|2 + t− s)− t

= |X̃s|2 − s.

Hence t 7→ |X̃t|2 − t is an FB-martingale and so, for any t ≥ 0, ⟨X̃⟩t = t. From the representation (4.3), we also

have that

t 7→ ⟨X̃⟩t =
∫ t

0

Tr(ν̃sν̃
⊤
s ) ds.

Hence Tr(ν̃tν̃
⊤
t ) = 1, for any t ≥ 0, and so ν̃ ∈ U .

Since the process X̃ has the same law as X, we have

EP̃
[∫ τη

0

f(X̃s) ds

]
= EP

[∫ τη

0

f(Xs) ds

]
= 2

∫ η

0

ξf̃(ξ) dξ.

Therefore, for any y ∈ D with |y| = η, the dynamic programming principle given in [3, Proposition A.2] implies

that

vS(0) ≤ EP̃
[∫ τη

0

f(X̃s) ds+ vS(X̃τη )

]
= 2

∫ η

0

ξf̃(ξ) dξ + V (y)

= V (0),
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where the final equality comes from (4.1).

Using the result that vW (0) = V (0) from Lemma 5.11 of [3], we have

vS(0) ≤ V (0) = vW (0) ≤ vS(0),

and conclude that

vS(0) = vW (0) = V (0).

□

4.2. Feedback controls. A further question of interest is whether the value function remains the same when

we restrict to feedback controls. A control ν ∈ U is a feedback control if it is of the form νt = σ(Xσ,x
t ), whereXσ,x

is a strong solution of the SDE dXt = σ(Xt) dBt, X0 = x, for some Borel function σ : D → U . Such controls

are also referred to as Markov controls in the thesis [16] and are defined similarly in Section 3 of [8, Chapter

IV] and Section 3.1 of [19].

In our problem, if there were a strong solution of the SDE (2.1), then this would give an optimal feedback

control. Having shown that this is not the case in Theorem 2.1, we are left with the open questions of whether

the value function can be attained by some feedback control, and whether it can be approximated by a sequence

of such controls. In regards to the first question, we have the following result, whose proof can be found in the

thesis [16].

Proposition 4.5. Let (Ω,F ,P) be a probability space on which an R2-valued Brownian motion is defined with

natural filtration FB. Suppose there exists a Borel function σ : D → U such that the SDE

dXt = σ(Xt) dBt, X0 = 0,

has a strong solution X with t 7→ |Xt| deterministically increasing. Then there exists a Borel function γ : D →
{x ∈ R2 : |x| = 1} such that, for any x = (x1, x2)

⊤ ∈ D,

σ(x) =
1

|x|

[
−x2
x1

]
γ(x)⊤.

Moreover, |Xt| =
√
t, for all t ≥ 0, and for R > 0, η ∈ (0, R), and f̃ : [0, R) a continuous function, we have

E0

[∫ τη

0

f̃(|Xs|) ds
]
= 2

∫ η

0

ξf̃(ξ) dξ.

Therefore to answer the question of existence of feedback controls that attain the strong value function, one

needs to study the existence of strong solutions of SDEs of the form given in Proposition 4.5. The methods

used in Section 2.2 do not apply directly here when we now consider a two-dimensional Brownian motion.

The result of Theorem 3.1 contributes to investigating whether the value function can be approximated by

feedback controls, as the next result shows.

Proposition 4.6. Suppose that the growth condition (4.2) holds and let η > 0 be such that f̃ is decreasing and

positive on the interval (0, η). For λ ∈ (0,
√
2
2 ), if Xλ satisfies the SDE (3.1), then

0 ≤ E0

[∫ τη

0

f(Xλ
s ) ds

]
<∞,

and, moreover,

lim
λ↓0

E0

[∫ τη

0

f(Xλ
s ) ds

]
= 2

∫ η

0

ξf̃(ξ) dξ.

Again, we refer to the thesis [16] for a proof. Since Theorem 3.1 shows that (3.1) has no strong solution for

λ ∈ (0,
√
2
2 ), we have ruled out one potential approximating sequence of feedback controls. We leave open the

question of whether the values coincide for the problems of optimising over strong controls and over feedback

controls.
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